Auditory perceptual simulation: Simulating speech rates or accents?
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ABSTRACT

When readers engage in Auditory Perceptual Simulation (APS) during silent reading, they mentally simulate characteristics of voices attributed to a particular speaker or a character depicted in the text. Previous research found that auditory perceptual simulation of a faster native English speaker during silent reading led to shorter reading times than auditory perceptual simulation of a slower non-native English speaker. Yet, it was uncertain whether this difference was triggered by the different speech rates of the speakers, or by the difficulty of simulating an unfamiliar accent. The current study investigates this question by comparing faster Indian-English speech and slower American-English speech in the auditory perceptual simulation paradigm. Analyses of reading times of individual words and the full sentence reveal that the auditory perceptual simulation effect again modulated reading rate, and auditory perceptual simulation of the faster Indian-English speech led to faster reading rates compared to auditory perceptual simulation of the slower American-English speech. The comparison between this experiment and the data from Zhou and Christianson (2016) demonstrate further that the “speakers” speech rates, rather than the difficulty of simulating a non-native accent, is the primary mechanism underlying auditory perceptual simulation effects.
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Auditory Perceptual Simulation (APS) refers to the phenomenon when readers mentally simulate characteristics of either the voices of the characters depicted in texts or the voices of other speakers (including their own) while they read silently (e.g., imagining Daniel Radcliffe’s voice from the Harry Potter films when reading the Harry Potter books; see Hubbard, 2010, for a review of auditory imagery). When participants activate auditory perceptual simulation of speech during reading, they generate a rich mental representation of a depicted or imagined speaker saying “the words” in the text. This mental representation could be a more elaborated version of the normal implicit prosody that most skilled readers generate when reading silently (Fodor, 2002). The auditory perceptual simulation representation includes both segmental and suprasegmental information about the depicted or imagined “speaker’s” voice, including, e.g., speech rate (Sites, Luke, & Christianson, 2013; Yao & Scheepers, 2011), accent (Filik & Barber, 2011), and characters’ perspectives (Drumm & Klin, 2011; Gunraj & Klin, 2012; Levine & Klin, 2001).

The research on auditory perceptual simulation effects (or auditory imagery) on reading date back to Kosslyn and Matt (1977), who explored whether participants would activate talker-specific auditory imagery while reading aloud after hearing some speakers’ recordings. They first familiarized the readers with two speakers, one faster and the other slower, by playing recorded passages. Then, participants were asked to read aloud passages that were purportedly “written” either by the faster or slower speaker. The observed data showed that participants read the faster speaker’s text more quickly than the slower speaker’s text, suggesting that the participants activated the perceptual features of the corresponding speaker’s voice while reading aloud.

Alexander and Nygaard (2008) extended this finding of engaging in talker-specific auditory imagery during reading aloud to silent reading. They adapted Kosslyn and Matt’s paradigm in a silent reading task and manipulated the speech rates of two speakers and text difficulty. Readers were first familiarized with these two speakers’ voices (fast vs. slow), then they were told to read the passages that were “written” either by the faster or slower speaker silently and answer comprehension questions. The results demonstrated that even silent reading speeds were modulated corresponding to the speech rates of the speakers. Moreover, readers were more likely to activate auditory imagery of the speakers when the texts were difficult.

Kurby, Magliano, and Rapp (2009) found that auditory imagery could be influenced by familiarity with the speakers and the texts. Participants recognized more words when read by a familiar speaker in a novel script, and repeated exposure to the text strengthened their mental representation of a character’s voice, facilitating quicker recognition of the words read by the same character later. Thus, the authors concluded that readers activate perceptually based knowledge while reading even without direct experience of the voice in the particular context.

In recent studies, scholars extended the trigger of the auditory imagery from the voices alone to the photos of the speakers (Woumans et al., 2010).
differences in the two auditory perceptual simulation conditions were under normal silent reading conditions. The results demonstrated that subjects responded faster when speaker’s photo was congruent with the corresponding language, indicating that the photo on the Skype interface cued bilingual subjects to use the corresponding language. In a follow-up experiment, the finding was replicated among the Dutch-French bilinguals with the same paradigm and task.

Zhou and Christianson (2016) used eye tracking to investigate how auditory perceptual simulation of native and non-native English speech affects sentence processing and comprehension. They also used speakers’ photos as the cues to trigger the auditory perceptual simulation effects; an English speaker’s photo was matched with the faster native American English speech while a Chinese speaker’s photo was matched with the slower Chinese accented English. The researchers first familiarized participants with the native and non-native speech by playing separate recordings while presenting the corresponding native and non-native speakers’ photos on the screen. Then, subjects were asked to read sentences (e.g., “The policeman that chased the thief drove fast.”) and respond to a paraphrase verification probe after each sentence (e.g., The policeman chased the thief. The policeman drove fast. True/False). Before each sentence was presented, one of the speakers’ photos appeared on the screen, and the participants were asked to imagine this speaker’s voice while reading the upcoming sentence. The total sentence reading time, response accuracy, fixation durations on individual words, and saccade patterns were analyzed.

The results demonstrated that (1) participants read sentences attributed to the slower-speaking non-native speaker more slowly than sentences attributed to the faster-speaking native speaker; 2) participants who were induced to perform auditory perceptual simulation (independently of which speaker’s voice had been cued) read sentences faster, in terms of total sentence reading times as well as early and late measures on individual words, than participants (in a separate session) who were not induced to perform auditory perceptual simulation; 3) there were no significant differences in comprehension probe response accuracy between auditory perceptual simulation of native speech and auditory perceptual simulation of non-native speech; and 4) participants who were induced to perform auditory perceptual simulation of either native or non-native speech showed better comprehension overall, most markedly in morphosyntactically complex (object-relative clauses) and semantically implausible sentences, such as less comprehensible, less favorable, less trustworthy, and less persuasive compared to native speech in various settings (Brennan & Brennan, 1981; Callen, Callois, & Forbes, 1983; Edwards, 1977; Gass & Varonis, 1984; Giles, 1972; Giles, Hewstone, Ryan, & Johnson, 1987; Gluszek & Hansen, 2013; Kizilier, Shutts, Dejesus, & Spelke, 2009; Munro & Derwing, 1995, 1998; Varonis & Gass, 1982; White & Li, 1991). In Munro and Derwing’s (1995) study, when participants were asked to decide the truth-value of statements read either by Chinese-accented English speakers or native English speakers, they spent more time processing the statements read by native Chinese speakers than the ones read by native English speakers. Moreover, listeners have been observed to rate statements (e.g., A giraffe can go without water longer than a camel can) read by non-native speakers as less credible than statements read by native speakers (Lev-Ari & Keysar, 2010). Thus, it might be argued that, in the Zhou and Christianson study, readers’ slower reading speed when activating auditory perceptual simulation of non-native speech was triggered by difficulty in simulating accented English speech, rather than the speech rate per se.

In the current study, one eye-tracking experiment was conducted to investigate whether earlier auditory perceptual simulation effects were triggered by the native and non-native speakers’ speech rates or by difficulty that the English-speaking readers may have experienced in simulating an unfamiliar accent. The eye-tracking methodology was applied here for two reasons. First, we wanted to use the same paradigm from Zhou and Christianson’s study, which has been shown to reliably trigger auditory perceptual simulation effects. We also wanted to ensure that the results from the current study were comparable to the previous one. Additionally, eye-tracking provides a very accurate measure of readers’ fixations and reading times on the target sentences.

This experiment also manipulated the same conditions as in Zhou and Christianson (2016): plausibility, syntactic complexity, and “speaker” identity. Plausibility and structure were manipulated in the experiment because previous studies have shown consistent reading and comprehension patterns for these sentences: implausible sentences are read more slowly than plausible sentences, and object relative clauses are read more slowly than subject relative clauses (Gibson, Desmet, Grodner, Watson & Ko, 2005; Cenni & MacDonald, 2008; Traxler, Morris, & Seely, 2002; Zhou & Christianson, 2016). Readers also usually have more difficulty comprehending object-relative clauses than subject-relative clauses, and implausible sentences are more likely to be misunderstood than plausible sentences. Importantly, when syntactic complexity and semantic plausibility are crossed in this way, comprehension errors are systematic and predictable. Specifically, readers (and listeners) tend to derive interpretations of implausible sentences with more difficult structures such that the actors (arguments) in these sentences are often reversed. This observation was originally made for passive vs. active sentences (Christianson, Luke, & Ferreira, 2010; Ferreira, 2003; Lim & Christianson, 2013a), and more recently extended to subject- vs. object-relative clauses (Lim & Christianson, 2013b; Zhou & Christianson, 2016). For example, the misinterpretation that is frequently derived from The bird that the worm ate was small (1d, below) is that “the bird ate the worm.” This pattern of misinterpretation has been attributed to “good-enough” processing (Christianson, 2016; Christianson, Hollingworth, Halliwell, & Ferreira, 2001; Ferreira & Patson, 2007; Ferreira, Bailey, & Ferraro, 2002; Ferreira, Christianson, & Hollingworth, 2001; Zhou & Christianson, 2016). According to Good Enough theory, these misinterpretations are due to the use of language processing heuristics – such as plausibility and probabilistic word order cues (e.g., Townsend & Bever, 2001) – which operate along with algorithmic morphosyntactic processing. Syntactic structure is fragile, however (Sachs, 1967), and the output of the heuristic-based processing overweights the output of the morphosyntactic processing in a significant proportion of trials. Zhou and Christianson (2016) observed a decrease in the occurrence of this sort of misinterpretation when people read with auditory perceptual simulation. We hypothesized that this improved comprehension stemmed from a richer, more robust morphosyntactic representation that was generated with and supported by the richer, more detailed prosodic representation created via auditory perceptual simulation.

For the “speaker” identity condition, an Indian-English speaker and an American-English speaker were recruited to read the texts. Instead of a native Chinese speaker, as had been used in Zhou and Christianson (2016), an Indian-English speaker’s voice was used in
this experiment to validate that the auditory perceptual simulation effect is not limited to a particular accent. Furthermore, the Indian-English speaker with whose voice participants were familiarized spoke faster than the American-English speaker. In this way, across the previous and current studies, the nativeness and speech rate manipulations were counterbalanced (native vs. non-native; faster vs. slower).

The hypothesis here is that if the auditory perceptual simulation effects reported in Zhou and Christianson (2016) derived from readers’ difficulty in simulating an unfamiliar accent, regardless of the speech rate difference, mentally simulating the Indian-English speech here should yield longer sentence reading times compared to perceptual simulation of the American-English speech. If, on the other hand, the previous auditory perceptual simulation effects were triggered by different speech rates rather than accents, readers in this experiment should read no more slowly when they perceptually simulate the faster Indian-English speaker’s voice than when they simulate the slower American-English speaker’s voice. Readers might read sentences attributed to the faster Indian-English speaker more quickly than sentences attributed to the native American-English speaker; however, there may be an upper limit on how fast people can read and simulate, such that any speed advantage for the faster speaker might be relatively small. Finally, we predict no significant comprehension accuracy differences between auditory perceptual simulation of the two speakers, consistent with Zhou and Christianson (2016).

In addition, here we combine and compare the data from the current experiment to the previous experiment in Zhou and Christianson, where a faster native speaker’s voice and a slower non-native speaker’s voice were used. The combined data include the native American-English speaker (native vs. non-native) and speech rate (fast vs. slow) as the independent variables to predict reading speed. The prediction is that if accent modulates the difficulty in simulating an unfamiliar accent, regardless of the speech rate, mental simulation of the two speakers should yield longer sentence reading times compared to perceptual simulation of the American-English speaker. If, on the other hand, the previous auditory perceptual simulation effects were triggered by different speech rates rather than accents, readers in this experiment should read no more slowly when they perceptually simulate the faster Indian-English speaker’s voice than when they simulate the slower American-English speaker’s voice. Readers might read sentences attributed to the faster Indian-English speaker more quickly than sentences attributed to the native American-English speaker; however, there may be an upper limit on how fast people can read and simulate, such that any speed advantage for the faster speaker might be relatively small. Finally, we predict no significant comprehension accuracy differences between auditory perceptual simulation of the two speakers, consistent with Zhou and Christianson (2016).

In addition, here we combine and compare the data from the current experiment to the previous experiment in Zhou and Christianson, where a faster native speaker’s voice and a slower non-native speaker’s voice were used. The combined data include “speaker” (native vs. non-native) and speech rate (fast vs. slow) as the independent variables to predict reading speed. The prediction is that if accent modulates the auditory perceptual simulation effects, “speaker” but not speech rate, will be the significant predictor of sentence reading speed. Otherwise, speech rate but not “speaker” should be the driving force of the reading speed.

### 1. Method

#### 1.1. Participants

Eighty-seven native American-English speakers with normal or corrected-to-normal vision from the University of Illinois at Urbana-Champaign community participated in the experiment. They received either $7 payment or 1 research credit. Seven subjects’ data were excluded due to either fatigue or difficulty in calibrating their eye gaze. Eighty native participants were retained in the data analysis.
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1. In Zhou and Christianson (2016), the duration of the native English speech: text 1 = 2 min 50 s; text 2 = 2 min 57 s; text 3 = 2 min 49 s; text 4 = 2 min 57 s. The duration of non-native speech: text 1 = 4 min 08 s; text 2 = 4 min 18 s; text 3 = 4 min 08 s; text 4 = 4 min 20 s.

2. Based on Zhou and Christianson (2016), we calculated the sample size (N = 48.5). Because the plan from the outset was to compare the results from this experiment to the previous study, however, we ran the same number of subjects as in the previous study (N = 80).

---

### 1.2. Materials

Four 500-word texts, 48 experimental sentences, and the social attractiveness questionnaire used in Zhou and Christianson (2016) were adapted in this experiment. Four texts that were counterbalanced for length and difficulty were used as the auditory materials. A female native Indian-English speaker and a female native American-English speaker, both in their early 20s, were recruited to record the auditory materials. The speaking rates of the speakers were significantly different: the American-English speaker had a significantly slower mean reading rate than the Indian-English speaker (t(3) = 145, p < 0.001).3 Photos were presented simultaneously with the recordings. These were not of the actual speakers, but rather non-copyrighted stock photos from the Internet. The photo of the American-English speaker was of a blonde, Caucasian woman who appeared to be in her early 30s. The photo of the Indian-English speaker was of an Indian woman who appeared to be in her early 30s. The photos showed the women from the shoulders up. Both women were smiling and dressed in a business jacket and blouse. These photos were purposely selected to suggest that the two speakers were of similar ages and had similar styles, jobs, and socioeconomic statuses. The Indian-English speaker’s voice was always matched to the Indian woman’s photo, and the American-English speaker’s voice to the Caucasian woman’s photo.

Forty-eight target sentences and 96 filler sentences were included, all of which were grammatical. Two factors, structure and plausibility, were manipulated in the target sentences, resulting in a 2 (subject-relative clause, object-relative clause) × 2 (plausible, implausible) × 2 (“speaker” identity) fully-crossed, within-participants and within-items design.

Examples of the four sentence conditions are presented in (1). Before each sentence was presented, one of the two speakers’ photos appeared. After each sentence, a paraphrase verification probe was used to measure readers’ comprehension. Readers were asked to decide whether the verification probe (1e) was true or false based on the sentence they had just read. The answer was always “True” for experimental items, but the number of True and False correct responses was equal across the experiment. Materials were distributed pseudo-randomly for each participant across four lists in a Latin-square design, so that every participant saw each item only once.

(1) a. “The bird that ate the worm was small.” (subject-relative, plausible)
b. “The worm that ate the bird was small.” (subject-relative, implausible)
c. “The worm that the bird ate was small.” (object-relative, plausible)
d. “The bird that the worm ate was small.” (object-relative, implausible)
e. The bird/worm ate the worm/bird. The bird/worm was small. (T/F)

The social attractiveness survey included fourteen attributes, including accent, speech rate, comprehensibility, conscientiousness, confidence,
dependability, education, honesty, intelligence, likability, reliability, pleasantness, prestige, and sincerity. Participants rated each speaker on a 1–7 Likert scale (e.g., “Please rate the pleasantness of the speaker’s voice on a 1–7 Likert scale”, 1 = not pleasant at all, 7 = very pleasant. See the complete survey in the Appendix A in Zhou and Christianson (in preparation). In addition, each subject reported how often they performed auditory perceptual simulation of the speakers’ voices during the eye-tracking portion of the experiment (e.g., “How often were you perceptual simulating the native speaker’s (Judy’s) voice when you were asked to? a. All of the time (100%). b. Most of the time (80%). c. Half of the time (50%). d. Sometimes (30%). e. Rarely (10%). f. I was not able to do so (0%)”).

1.3. Apparatus

Eye movement data and comprehension data were collected using an SR Research EyeLink 1000 remote desktop eye tracker. A chin rest and forehead rest were used to stabilize participants’ heads. Sentences were presented in black Courier New monotype font (14 pt) on a white background, which was approximately 70 cm away from the participants. At this distance, 1° of visual angle subtended approximately three characters. All viewing was binocular, but data were recorded from the right eye. A separate computer was used to collect the survey results.

1.4. Procedure

The entire experiment lasted less than one hour. After the participant provided informed consent, he/she was calibrated on the eye tracker using a nine-point calibration procedure to start the eye-tracking portion. After the calibration, the participant listened to two recordings, one by the American-English speaker, the other by the Indian-English speaker, while the corresponding photograph was displayed on the computer screen. The order of recordings was counterbalanced across participants, with each one presented first half of the time. Then participants read and responded to the six practice items and, after any questions, proceeded to read and respond to the experiment items. In each trial, participants first saw either the American-English or Indian-English speaker’s photo while listening to a recording of the corresponding speaker saying her name (“Charu”/“Judy”). Then on the next screen, a sentence was presented. Participants were instructed to imagine that the speaker whose photo had just been presented on the previous screen was saying it to them as they read it silently. Another recording set of the American-English and Indian-English speakers reading similar texts aloud was played halfway through the experiment to remind participants what each speaker sounded like. After the eye-tracking portion of the experiment, participants were asked to complete one social attractiveness survey for each speaker (Zhou & Christianson, 2016, in preparation).

2. Results

We first report the response accuracy for the target sentences and offline survey results. Then, we report the whole sentence reading time data, which is the most important result to address our research question. In addition, we compare whole sentence reading time from the current study to Zhou and Christianson (2016). Linear mixed-effects modeling was applied to analyze the continuous eye movement data, and logit mixed-effects modeling was used to analyze the binomial (response accuracy) data. All analyses were performed using maximal random effects structures, i.e., with random slopes and intercepts for participants and items. Table 1 provides means and standard deviations of sentence reading times and accuracy in all conditions in the current study and in Zhou and Christianson (2016).

2.1. Response accuracy

On average, participants achieved 86.64% comprehension accuracy for the target sentences. The logit mixed-effects model results demonstrated that comprehension did not vary as a function of which speaker’s voice was being simulated (Est. = −0.01; SE = 0.11; z = −0.05, p = 0.96). Plausibility (Plausible > Implausible; Est. = 1.36; SE = 0.18; z = 7.75, p < 0.001), structure (SRC > ORC; Est. = 2.2; SE = 0.20; z = 10.74, p < 0.001), and their interaction (SRC in plausible sentences > ORC in implausible sentences; Est. = −1.12; SE = 0.31; z = −3.65, p < 0.05), as well as trial presentation order (Later trials > Earlier trials; Est. = 0.003; SE = 0.001; z = 2.28, p < 0.001) significantly influenced response accuracy. Table 2 presents the details of the LME model for the current study.

2.2. Social attractiveness survey data

Based on the self-report from the surveys, approximately 66.1% of the time, subjects performed auditory perceptual simulation of the American-English speaker’s voice and 59.2% of the time, they performed auditory perceptual simulation of the Indian-English speaker’s voice. Fourteen variables were used to evaluate and compare readers’ attitudes towards the American-English and Indian-English speakers. ANOVA analysis demonstrated that readers’ attitudes were more negative towards the Indian-English speaker than the American-English speaker on all variables except honesty (F(1, 212) = 3.47; p = 0.06) and dependability (F(1, 212) = 3.68; p = 0.06), where the differences were only marginal. Participants perceived the accent and speech rate of the American-English speaker’s voice and 59.2% of the time, they performed auditory perceptual simulation of the speaker’s voice was being simulated (Est. = −0.01; SE = 0.11; z = −0.05, p = 0.96). Plausibility (Plausible > Implausible; Est. = 1.36; SE = 0.18; z = 7.75, p < 0.001), structure (SRC > ORC; Est. = 2.2; SE = 0.20; z = 10.74, p < 0.001), and their interaction (SRC in plausible sentences > ORC in implausible sentences; Est. = −1.12; SE = 0.31; z = −3.65, p < 0.05), as well as trial presentation order (Later trials > Earlier trials; Est. = 0.003; SE = 0.001; z = 2.28, p < 0.001) significantly influenced response accuracy. Table 2 presents the details of the LME model for the current study.

2.2. Social attractiveness survey data

Based on the self-report from the surveys, approximately 66.1% of the time, subjects performed auditory perceptual simulation of the American-English speaker’s voice and 59.2% of the time, they performed auditory perceptual simulation of the Indian-English speaker’s voice. Fourteen variables were used to evaluate and compare readers’ attitudes towards the American-English and Indian-English speakers. ANOVA analysis demonstrated that readers’ attitudes were more negative towards the Indian-English speaker than the American-English speaker on all variables except honesty (F(1, 212) = 3.47; p = 0.06) and dependability (F(1, 212) = 3.68; p = 0.06), where the differences were only marginal. Participants perceived the accent and speech rate differences between the American-English and Indian-English speakers, but only marginally so (F(1, 212) = 3.68; p < 0.1). They rated the Indian-English speech as significantly less comprehensible (F(1, 212) = 64.15; p < 0.05), less confident (F(1, 212) = 140.9; p < 0.05), less intelligent (F(1, 212) = 51.60; p < 0.05), less pleasant (F(1, 212) = 67.08; p < 0.05), less likable (F(1, 212) = 45.69; p < 0.05), and less reliable (F(1, 212) = 6.57; p < 0.05). They regarded the Indian-English speaker as less conscientious (F(1, 212) = 14.16; p < 0.05), less educated (F(1, 212) = 37.14; p < 0.05), less sincere (F(1, 212) = 140.9; p < 0.05), and less prestigious (F(1, 212) = 55.58; p < 0.05) than the American-English speaker. Nevertheless, “speaker” was not a significant predictor of comprehension accuracy based on the logistic regression model results above, suggesting that readers’ biases towards the non-native speech did not affect their comprehension.

Table 3

<table>
<thead>
<tr>
<th>Estimate</th>
<th>SE</th>
<th>df</th>
<th>t value</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.42</td>
<td>0.09</td>
<td>134.4</td>
<td>4.47</td>
</tr>
<tr>
<td>Plausibility</td>
<td>-0.14</td>
<td>0.05</td>
<td>141.2</td>
<td>-3.12</td>
</tr>
<tr>
<td>Structure</td>
<td>-0.21</td>
<td>0.05</td>
<td>147.6</td>
<td>-4.65</td>
</tr>
<tr>
<td>“Speaker”</td>
<td>-0.05</td>
<td>0.03</td>
<td>105.7</td>
<td>-1.86</td>
</tr>
<tr>
<td>Trial order</td>
<td>-0.003</td>
<td>0.0003</td>
<td>1408</td>
<td>-8.33</td>
</tr>
</tbody>
</table>

Table 4

<table>
<thead>
<tr>
<th>Faster speaker</th>
<th>Slower speaker</th>
<th>Differences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhou and Christianson (in preparation)</td>
<td>2:50 (American)</td>
<td>4:14 (Chinese)</td>
</tr>
<tr>
<td>Current Experiment</td>
<td>2:58 (Indian)</td>
<td>3:43 (American)</td>
</tr>
</tbody>
</table>
2.3. Whole sentence reading time

Fixations shorter than 80 ms and longer than 1200 ms were trimmed before the data analysis. Reading times that were three standard deviations away from the mean of that condition within each subject were excluded. These trimming procedures resulted in removal of 0.06% of the data. Trimmed sentence reading times were centered in the LME analyses. The LME models for all following analyses included the predictors of “speaker,” plausibility, structure, and trial order.

Results reveal that auditory perceptual simulation of the American-English speech led to marginally longer sentence reading time than auditory perceptual simulation of the Indian-English speech ($t = -1.86; p = 0.06$; 95% CI = $-0.104$ to $-0.002$). Plausibility (Implausible > Plausible; $t = -3.12; p < 0.001$, structure (ORC > SRC; $t = -4.65; p < 0.01$), and trial order (Earlier trials > Later trials; $t = -8.33; p < 0.001$) significantly affected sentence reading times. Table 3 presents the fixed effects of the model for whole sentence reading times.

3. Combined data analysis

In the current experiment, we detected a marginally significant difference in the predicted direction between the auditory perceptual simulation of the faster-speeching non-native “speaker” and the slower-speaking native “speaker”: auditory perceptual simulation of the faster non-native “speaker” led to faster reading time, despite the non-native accent. We suspect that the marginal ($p = 0.06$) statistical significance may result from a ceiling effect on how fast people can read and perceptually simulate any speech. Alternatively, the difference between slow and fast speech in the current experiment was not quite large enough to yield an effect as clearly as in Zhou and Christianson (2016), in which the difference between speaker rates was larger ($t = -5.08, df = 3, p < 0.05$; see Table 4 for the means).

To further investigate whether the auditory perceptual simulation effects were driven by accents or speech rates, we compared the current experiment to the second auditory perceptual simulation experiment4 in Zhou and Christianson (2016), where the pattern of speech rate effects for the native and non-native speakers were opposite to the current study. In this way, the combined dataset not only included the “speaker” condition (American-English vs. Indian-English), but also the “speaker’s” speech rate condition (fast vs. slow). The means and standard deviations for each condition (“speaker,” speech rate, plausibility, structure) in the combined dataset are presented in Table 5. The same data trimming procedures from the current experiment were applied to the new combined dataset (4.3% of the data were removed). LME models with maximal random effects were built to analyze the results.

The results reveal that speech rates (Fast < Slow; $Est. = 0.08; SE = 0.02$; $t = 3.99, p < 0.001$), plausibility (Plausible < Implausible; $Est. = -0.14; SE = 0.03$; $t = -4.59, p < 0.001$), syntactic structure (SEC < ORC; $Est. = -0.26; SE = 0.03$; $t = -7.93, p < 0.001$), and trial presentation order (Earlier < Later; $Est. = -0.002; SE = 0.0002$; $t = -11.32, p < 0.001$), but not “speakers” ($Est. = 0.03; SE = 0.02$; $t = 1.47, p > 0.1$), were significant predictors of reading times when readers perceptually simulated either native or non-native speaker voices. Readers read faster when they were simulating the faster “voice,” regardless of the familiarity of the accent (see Table 6 for details).

4. Discussion

In this study, we employed an auditory perceptual simulation (APS) paradigm with a faster Indian-English speaker’s speech and a slower American-English speaker’s speech to investigate whether previously observed effects of auditory perceptual simulation of native and non-native speech derived from speech rate differences between speakers or from difficulty simulating an unfamiliar accent. Although social attractiveness survey results clearly demonstrated that readers had more negative attitudes towards the Indian-English speech, simulation of this (faster) accent led to faster silent reading than simulation of the speech of the (slower) American-English speaker. By combining the data from the current experiment and the data from Zhou and Christianson (2016), we found that the auditory perceptual simulation effects on readers’ silent reading times were driven by the different speech rates of the voices that were being perceptually simulated, regardless of whether they were native or non-native. Furthermore, accuracy did not differ as a function of which speaker’s voice was being simulated. If the online silent reading speeds observed previously (Zhou & Christianson, 2016) and in the present study had been due to difficulty simulating an unfamiliar accent, auditory perceptual simulation of the Indian-English speech in this experiment should have resulted in slower reading times compared to the American-English speech, irrespective of the speech rates. This was not the case. Furthermore, we did not find biases against one type of accent or another to be the source of reading speed differences or comprehension accuracy effects in either study. A sociolinguistic bias...

---

4 There were two APS experiments in Zhou and Christianson (2016). We only compared to one of them, because the two APS experiments showed the same APS effects on reading time and comprehension, and they differed only in the APS cue (photo vs. a recording of the speaker’s name).

---

### Table 5
Means and standard deviations for sentence reading time (in ms) and accuracy in the combined data (current experiment and Zhou & Christianson, 2016).

<table>
<thead>
<tr>
<th>“Speaker”</th>
<th>Speed</th>
<th>Structure</th>
<th>Sentence reading time</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Plausible</td>
<td>Implausible</td>
</tr>
<tr>
<td>Native</td>
<td>Fast</td>
<td>Subject-RC</td>
<td>3825 (1764)</td>
<td>3497 (1644)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Object-RC</td>
<td>4115 (1970)</td>
<td>4313 (1868)</td>
</tr>
<tr>
<td>Slow</td>
<td></td>
<td>Subject-RC</td>
<td>4172 (1783)</td>
<td>3842 (1747)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Object-RC</td>
<td>4617 (2101)</td>
<td>4447 (2078)</td>
</tr>
<tr>
<td>Non-native</td>
<td>Fast</td>
<td>Subject-RC</td>
<td>3962 (1702)</td>
<td>3754 (1546)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Object-RC</td>
<td>4547 (2017)</td>
<td>4198 (1833)</td>
</tr>
<tr>
<td>Slow</td>
<td></td>
<td>Subject-RC</td>
<td>3973 (1871)</td>
<td>3681 (1678)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Object-RC</td>
<td>4645 (1702)</td>
<td>4385 (1546)</td>
</tr>
</tbody>
</table>

### Table 6
Fixed effects of linear mixed-effects model for sentence reading time in the combined dataset.

<table>
<thead>
<tr>
<th></th>
<th>Estimate</th>
<th>SE</th>
<th>df</th>
<th>t value</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.35</td>
<td>0.06</td>
<td>215.9</td>
<td>5.57</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Plausibility</td>
<td>-0.14</td>
<td>0.03</td>
<td>294.2</td>
<td>-4.59</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Structure</td>
<td>-0.26</td>
<td>0.03</td>
<td>305.3</td>
<td>-7.93</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>“Speaker”</td>
<td>0.03</td>
<td>0.02</td>
<td>175.9</td>
<td>1.47</td>
<td>0.17</td>
</tr>
<tr>
<td>Speech rate</td>
<td>0.08</td>
<td>0.02</td>
<td>179.1</td>
<td>3.99</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Trial order</td>
<td>-0.002</td>
<td>0.0002</td>
<td>1476</td>
<td>-11.03</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>
account of the results would predict readers to be more likely to choose the paraphrase of implausible sentences as false when engaging in auditory perceptual simulation of non-native or accented speech (e.g., Lev-Ari & Keyser, 2010). Yet, this was not the case: the online reading speed was in the opposite direction of this hypothesis, and auditory perceptual simulation of Indian-English speech did not lead to lower accuracy than the American-English speech. Based on this evidence, we argue that when readers perform auditory perceptual simulation during silent reading, they focus on the prosodic characteristics of the voice(s) that they are simulating. The mental representations generated by perceptual simulation may well also contain phonological characteristics, but the relative familiarity of these characteristics do not appear to influence effects ofAPS on reading speed or comprehension. It is an open question as to what extent phonological characteristics can be perceptually simulated.

As it stands, however, the results reported here are consistent with the proposal by Zhou and Christianson (2016): Auditory perceptual simulation generates a prosodic representation of the text that is more detailed than the default prosodic contour that is generated by most skilled readers when APS is not cued (Fodor, 2002; Rayner, Pollatsek, Ashby, & Clifton, 2012), including speech rate. Prosodic structure correlates with syntactic and information structure (e.g., Breen, Fedorenko, Wagner, & Gibson, 2010). When a rich prosodic structure is generated via auditory perceptual simulation during reading, it “butters” the syntactic structure, which consequentially is more likely to be maintained more robustly against intrusions from competing “good-enough” interpretations derived from non-structural heuristics. In conclusion, the evidence presented here strongly suggests that a central aspect of the perceptual simulation of speech during reading is the speech rate of the speaker whose voice is being simulated. Differences in simulated speech rates in turn drive the reading speed differences observed in previous work and here, rather than the relative difficulty of simulating unfamiliar accents.
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